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About RAII

Background

The Responsible AI Institute (RAII) is developing 
one of the world’s first responsible AI certification 
programs. The RAII Certification Program is aligned 
with emerging global AI laws and regulations, 
internationally agreed-upon AI principles, research, 
emerging best practices, and human rights 
frameworks. RAII is an independent and community-
driven non-profit organization building tangible 
governance tools for trustworthy, safe, and fair AI.

As a member of the World Economic Forum’s Global 
AI Action Alliance (GAIA), RAII joins hands with over 
100 government entities, civil society organizations, 
private companies, and academic institutions to 
identify and implement tools and best practices that 
promote responsible AI (World Economic Forum 
[WEF], 2021). As AI systems are becoming increasingly 
prevalent, governments, companies, and civil society 
organizations are grappling with approaches to govern 
AI systems in a consistent manner. Recent research 
has suggested that certification programs for AI 
could serve as an important complement to laws and 
regulations (Cihon, 2019; Cihon et al., 2020).

Organizations around the world have put forward 
responsible AI principles (BSI, 2021; Council of 

Ashley Casovan, RAII’s Executive 
Director, previously led the 
development of Canada’s Directive 
on Automated Decision-Making 
Systems, a pioneering policy 
instrument that set the standard for 
acceptable government use of AI 
systems. In addition to her experience, 
RAII’s Certification Program is 
based upon over three years of 
research, integration, testing, and 
lessons learned from RAII members’ 
responsible AI initiatives.
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Europe, 2020; European Commission, 2019; ICO, 2021; NIST, 2022; OCC, 
2021; WEF, 2020). Accordingly, a general, international consensus on what 
constitutes responsible AI has emerged. The RAII Certification Program takes 
the guesswork out of what it means to be responsible, by translating globally 
adopted principles, standards, and regulations into clear implementation 
requirements.

The RAII Certification Program is based on a maturity assessment that 
evaluates AI systems. Recognizing that not all AI systems are the same, this 
program tailors its tests to specific industries and functions. RAII’s initial focus 
industries and functions are: finance, health care, HR, and procurement. 

Informed by those researching, designing, building, deploying, using, and 
overseeing AI, the RAII team has aggregated extensive information from 
various perspectives to understand:

 > What responsible AI is;

 > Why we need responsible AI; and

 > How certification can support responsible AI adoption.

RAII’s Corporate Members



Page 07

RAI Certification Program White Paper About RAII

Ju
ne

 2
02

2

The Benefits of the Certification

RAII’s certification benefits different stakeholder within the AI ecosystem:

Key Audiences Value of RAII Certification for Audience Group
All Stakeholders Sets a clear bar for global best practices to implement AI 

responsibly, providing certainty, direction, and actionable next 
steps. 

Senior Executives 
& Executive Review 
Boards

Gives confidence that the products and services they 
are deploying are fit for purpose, legally compliant, of an 
appropriate quality, and scalable.

Compliance Officers Enables involvement at the design and development phases, 
thereby avoiding costly and difficult compliance decisions 
later in the AI system lifecycle.

Procurement Officers Provides processes to procure trustworthy AI systems, 
enabling an organization to deliver quality AI products and 
services while reducing liability and risk.

Regulators Enables compliance with established regulations and 
alignment with proposed regulatory  approaches.

Investors Provides assurance that AI systems are built on recognized 
global best practices.

Consumers Gives comfort that rights, privacy, and civil liberties are 
protected.
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Areas of Focus

AI use in financial services is projected to increase 
exponentially over the coming years. McKinsey estimates 
that AI systems could eventually deliver $1 trillion of annual 
market value. RAII has worked with financial institutions, 
researchers, and standard setters to develop the RAII 
Certification Program for Automated Lending Systems (see 
Case Study below).

The AI in health care market, worth $6.7 billion, is growing 
rapidly (Grand View Research, 2022). RAII is currently 
developing certifications for two health care use cases: 
1) automated pre-authorization for health insurance; and 
2) applying computer vision to diagnose skin disease. 
In each of these use cases, RAII is working with industry 
leaders and researchers at the intersection of AI and health 
care.

Financial Services Health Care

Companies are developing frameworks to test and verify 
the AI tools they procure. RAII is developing a certification 
program for AI procurement, building upon its pioneering 
work with the World Economic Forum’s Procurement 
in a Box initiative, its AI procurement pilot with the U.S. 
Department of Defense’s Joint AI Center, and its industry 
engagements with companies in financial services, health 
care, and other industries.

Today, companies can choose from over 250 different 
commercial AI tools, which cover all phases of the HR 
lifecycle (WEF, 2021). Regulators at all levels - from the 
New York City council to the European Union  - are paying 
attention (European Commission, 2021; Lee & Lai, 2020; 
New York City Council, 2021; Marcia & Desouza, 2021). RAII 
is developing a certification for HR systems, informed by 
RAII’s Working Group on AI in Human Resources, industry 
engagements, and leading researchers.

Procurement Human Resources
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Case Study: Financial Institution

Over the past year, RAII worked with a Financial Institution (FI) to calibrate the RAII Implementation Framework 
to the automated lending use case and to build capacity at the FI in alignment with its responsible AI principles 
and commitments:

Based on RAII’s documentation of the 
AI system’s purpose, task, data, model, 
and relevant context, RAII conducted an 
issues identification exercise to surface 
specific risks and harms related to the 
use of AI systems for automated lending. 
As an example, the harms mapping 
surfaced a risk that a more opaque 
lending system may make it harder for 
a customer to identify errors related to 
product eligibility, amount, or pricing.

RAII’s Certification Program for 
automated lending is based on a 
calibration of RAII Implementation 
Framework, which is described in the 
RAII Certification Program > Delivery 
section of this white paper. Based on the 
input from subject matter experts, RAII 
calibrated its Certification Assessment 
- including scoring and evidence 
requirements - for the automated lending 
use case.

By May 2022, RAII had developed 
documentation for its Certification 
Program for automated lending, 
including a Certification Assessment, a 
Certification Guidebook, and a Scheme 
Guide. These materials are now being 
formally reviewed by RAII’s Working 
Council and validated by the RAII 
community. 

RAII’s Certification Program for 
automated lending is now formally 
under review by the Standards Council 
of Canada (SCC), prior to a harmonized 
review by SCC, the American National 
Standards Institute (ANSI), and United 
Kingdom Accreditation Service (UKAS). 
It is also being tested with additional FIs. 
When approved, it will be available for 
delivery to FIs via third-parties.

In the meantime, based on its work with 
RAII, the FI has created a new governance 
structure for responsible AI, expanded its 
Model Risk Management (MRM) function 
to include responsible AI considerations, 
and adopted common processes and 
tools to  support high-quality AI products 
that can scale.

RAII validated identified issues with 
subject matter experts, including the Co-
Chairs of RAII’s Lending and Collections 
Working Group, past practitioners in 
the lending field, civil society groups, 
technical experts, lawyers, and AI 
engineers. Additionally, RAII received 
community input at a broader level from 
the members of the RAII Lending and 
Collections Working Group.



Page 10

RAI Certification Program White Paper Context

Context

Demand for a Global AI Certification Program

Given the wide variety of AI use cases and regulatory approaches, there is increasing demand from many 
quarters for a global AI certification program. Researchers have articulated the importance of certification 
programs to support good AI governance and to provide clear, actionable guidelines and instructions (Cihon 
et al., 2021; Dafoe, 2018; Leung, 2019; Marchant, 2019). The below table describes how RAII’s Certification 
Program is designed to address the interests and concerns of stakeholders in the AI ecosystem.

Demand segments Key stakeholders Main interests/concerns
Suppliers  > Individual developers

 > Service providers/consulting firms
 > Suppliers of technology infrastructure

 > Knowing how to design and develop AI in a responsible way
 > Maximizing appropriate use and adoption of AI in a 

systematic and scalable way
 > Minimizing legal and business risk
 > Driving innovation and competitiveness
 > Differentiating themselves by having good processes in place
 > Increasing profitability and growth
 > Reducing operational costs

Buyers  > Procurement officers
 > Finance and legal teams
 > Senior management
 > Ethics boards and legal teams

 > Getting better procurement tools
 > Achieving business goals
 > Ensuring proper documentation, due diligence, and ethics
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Demand segments Key stakeholders Main interests/concerns
Users  > Government decision makers

 > Individual consumers
 > Companies of all sizes

 > Reaping the benefits of AI (including by improving quality of 
life, changing behaviors, and taking better decisions)

 > Understanding what AI trustworthiness characteristics have 
been recognized internationally and how to evidence and 
measure them

End Users and Data 
Subjects

 > Consumers and potential consumers
 > Employees and potential employees
 > People whose data/AI system uses

 > Ensuring fair and trustworthy functioning of AI systems
 > Ensuring privacy and security of data
 > Understanding what is being done to protect their interests 

and data

Educators and 
Researchers

 > Academia
 > Educators
 > Research institutes

 > Educating the citizens and leaders of tomorrow
 > Disseminating tools, insights and knowledge

Lawmakers and public 
service

 > National policy makers/regulators
 > Public sector 

 > Minimizing harm to society
 > Increasing benefits of technology for humanity

Shapers  > UN
 > OECD
 > GPAI
 > G20
 > Global AI Action Alliance (WEF)
 > Standards organizations
 > Industry associations
 > GAIA projects and partners*

 > Improving the state of the world by solving shared global 
challenges

 > Facilitating international and multi-stakeholder collaboration
 > Defining best practices for one or more industries
 > *Advancing the RAI agenda

Investors  > VCs
 > Trust funds
 > Pension funds
 > Philanthropies

 > Investing in quality AI systems that are fit for purpose
 > Answering demands for ethical investing
 > Maintaining profitability
 > Ensuring sustainability
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Laws, Regulations, and Enforcement

Global regulatory efforts to promote responsible AI adoption are gathering 
steam. The EU’s proposed Artificial Intelligence Act, expected to be enacted 
in 2023, is the most ambitious such effort (European Commission, 2021). 
It employs a risk-based approach, heavily regulating systems that threaten 
fundamental human rights or safety (e.g. automated hiring, recidivism 
prediction). It also explicitly bans a further group of systems, including any 
that uses subliminal manipulation and any that engages in real-time biometric 
surveillance, except in specific cases.

In the US, the Federal Trade Commision (FTC) has announced plans to 
scrutinize—pursuant to the FTC Act, the Fair Credit Reporting Act, the Equal 
Opportunity Act—organizations that lack transparency, sufficient testing 
procedures, or quality datasets (Jillson, 2021; Smith, 2020;  U.S. Equal 
Employment Opportunity Commission, 2021). The Department of Commerce’s 
National Institute of Standards and Technology (NIST) put forth a draft AI Risk 
Management Framework (AI RMF) that seeks to showcase “what good looks 
like” for organizations deploying AI responsibly (NIST, 2022). RAII has engaged 
closely with NIST throughout the AI RMF development process and submitted 
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a comprehensive comment on the draft 
version (Responsible AI Institute, 2022). 
More recently, the US National AI Initiative 
office established the National AI Advisory 
Committee (NAIAC), chaired by Miriam 
Vogel, a member of RAII’s Governing Board 
(National AI Initiative, 2022). The NAIAC is 
tasked with advising President Joe Biden 
and the National AI Initiative Office on topics 
related to the National AI Initiative.

While more comprehensive proposed laws, like the 2022 Algorithmic 
Accountability Act, make their way through the American political process, 
federal agencies are undertaking ambitious AI-related initiatives. The Food and 
Drug Administration has announced plans for handling medical AI systems 
(FDA, 2021). State and municipal legislators have also taken steps to mitigate 
the risks of highly dangerous AI systems (Parker, 2021). For example, New York 
City has enacted a bill regulating the use of AI in employment contexts (New 
York City Council, 2021). 
 
Though the EU is leading on AI-specific regulation, policymakers in the US and 
elsewhere - like UK, Canada, Japan, and Australia - are taking action to turn 
globally accepted AI principles into laws, regulations, and guidelines (Centre 
for Data Ethics and Innovation [CDEI], 2021; Department of Industry, Science, 
Energy and Resources, 2021; Government of Canada, 2021; Government 
of Ontario, 2021; Ministry of Economy, Trade & Industry, 2022). RAII’s team 
tracks global AI laws and regulations carefully. RAII’s Certification Program 
aligns with relevant laws and guidance and with the approaches proposed in 
comprehensive regulations, like the EU’s AI Act. It is also informed by analyses 
of board responsibility for AI issues, relevant case law, and recent agency 
enforcement actions (Eccles & Vogel, 2022).

More recently, the US National AI 
Initiative Office established the 
National AI Advisory Committee 
(NAIAC), chaired by Miriam Vogel, 
a member of RAII’s governing 
board (National AI Initiative, 
2022)
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Globally Adopted AI Principles and Frameworks

The RAII Certification is grounded in Organisation for Economic Co-operation and Development (OECD) 
AI principles, which incorporate human rights objectives, good technology practices, and an emphasis on 
accountability and oversight (OECD, 2022). Additionally, the RAII Certification is informed by standards, 
guidelines, and other key principle and policy efforts, including, but not limited to, the following:

Document Region Relationship

UNESCO Recommendation on 
the Ethics of Artificial Intelligence 
(UNESCO, 2021)

International RAII Implementation Framework is informed by UNESCO principles 
and framework to a significant degree, in areas such as data, 
governance, environment, gender, labor, and health.

IEEE Global Initiative on Ethics of 
Autonomous and Intelligent Systems 
(IEEE, 2021)

International RAII Implementation Framework is informed by, covers, and 
provides further detail on the requirements of this under-
development standard. 

ISO proposed Artificial Intelligence 
Management Systems (ISO, 2021)

International RAII Implementation Framework is informed by IEEE’s Ethically 
Aligned Design principles to a significant degree, particularly in 
areas like explainability, transparency, and notification.

Global Partnership on AI (GPAI) 
Framework (GPAI, 2020)

International RAII Implementation Framework incorporates concepts related 
to data governance, data rights, and data access from GPAI’s 
framework paper on data governance.

World Economic Forum Procurement 
in a Box (WEF, 2020)

International Ashley Casovan contributed to AI Procurement in a Box initiative, 
from which RAII Implementation Framework incorporates elements 
related to risk, governance, and procurement.
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Document Region Relationship

Montreal Declaration for a 
responsible development of artificial 
intelligence (Université de Montréal, 
2017)

International RAII Implementation Framework incorporates principles and 
guidance from Montreal Declaration, in areas like transparency, 
fairness, notification, and safety.

NIST AI Risk Management 
Framework (NIST, 2022)

US RAII Implementation Framework incorporates AI RMF requirements 
as they are developed. RAII team monitors and engages with NIST 
team developing AI RMF.

FTC guidance on AI (FTC, 2021) US RAII Implementation Framework is shaped to interoperate with the 
broad requirements outlined in FTC guidance.

OCC guidance on model risk 
management (OCC, 2021)

US RAII Implementation Framework incorporates model risk 
management elements from OCC guidance.

FDA AI/ML-based Software as a 
Medical Device Action Plan (FDA, 
2021)

US RAII Implementation Framework is informed by FDA’s ongoing 
translation of principles like transparency into specific requirements. 

Canada’s Directive on Automated 
Decision-Making Systems  
(Government of Canada, 2021)

Canada Ashley Casovan led development of Canada’s Directive, from which 
RAII Implementation Framework incorporates elements related to 
risk, governance, and procurement.

Office of the Superintendent of 
Financial Institutions Canada (OSFI) 
guidance (OSFI, 2020) 

Canada RAII Implementation Framework incorporates and expands upon 
OSFI’s principles and requirements for soundness, explainability, 
and accountability. 

EU Ethics guidelines for trustworthy 
AI (European Commission, 2019

Europe RAII Implementation Framework incorporates elements from EU 
Ethics guidelines, in areas like transparency, recourse, and bias.

Council of Europe’s Report on AI 
systems (Council of Europe, 2020)

Europe RAII Implementation Framework incorporates elements from 
Council of Europe Report, in areas like recourse, training, and 
transparency.
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Document Region Relationship

The British Standards Institution 
(BSI) AI standards (BSI, 2022)

UK RAII Implementation Framework is informed by BSI’s understanding 
of how effective governance standards can promote privacy and 
protect consumers.

ICO Guidance on AI and data 
protection (ICO, 2020)

UK RAII Implementation Framework is shaped to interoperate with the 
broad requirements outlined in ICO guidance.

UK Centre for Data Ethics and 
Innovation Roadmap to an effective 
AI assurance ecosystem (CDEI, 
2021)

UK RAII Implementation Framework incorporates the CDEI Roadmap’s 
understanding of risk assurance roles, functions, and requirements. 
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Practitioner and Research Insights

RAII’s calibration of the global RAII Implementation Framework to specific 
use cases is informed by insights from practitioners and researchers. These 
include: 

 > Practitioners currently developing an AI system for the use case

 > Practitioners who have previously developed AI systems for the use case

 > Researchers at the intersection of AI and the use case

 > Experts qualified to address complex questions related to harms, 
mitigation, and implementation

 > Industry organizations for implicated industries and functions

 > Advocacy organizations for people potentially impacted

 > Interested community members

 > Data scientists and AI/ML engineers

 > Legal and policy researchers

 > Responsible AI Working Groups on Automated Lending and Collections, 
Automated Skin Disease Detection, and/or Automated Human Resources

 > Responsible AI Working Council (arm’s length internal approval body)
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RAII Certification Program

Scope

Recognizing that the term AI can have a variety of meanings, referring to 
many different types of technologies and tools, it is difficult to have a single 
certification program for all AI systems. While the same set of requirements 
should always be reviewed, it is important to consider responsible AI issues in 
the context of an AI system’s use case, industry, and region. RAII’s initial focus 
in on the following use cases:

 > Automated lending (Finance)

 > Automated collections (Finance)

 > Procurement (All Industries)

 > Human resources (All Industries)

 > Access to health care (Health Care)

 > Skin imaging (Health Care)

RAII’s Certification Program for automated lending is now formally under 
review by the Standards Council of Canada (SCC), prior to a harmonized review 
by SCC, the American National Standards Institute (ANSI), and United Kingdom 
Accreditation Service (UKAS).

While the intent is for the certification to be globally adopted and expand to 
several more use cases, it has been important to focus on a few key areas to 
increase adoption.
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Delivery

The Responsible AI Certification Program will be focused on the system level 
and delivered by a third-party organization. Based on the Responsible AI 
Implementation Framework, the certification assessment will:

1. Assess the data, model, and contextual deployment of an AI system, as 
these impact the efficacy, fairness, or usefulness of the system.

2. Use a set of 89 questions, response indicators, and evidence 
requirements to evaluate responsible AI maturity at the system level.

3. Consider the interplay of an AI system’s domain, region, and system type.

4. Classify responsible AI considerations along the six responsible AI 
implementation dimensions (described below) and 20 responsible AI 
sub-dimensions (also called implementation requirements).

5. Provide detailed maturity scores for the AI system at the dimension and 
sub-dimension levels, which will determine the certification level that 
can be attributed to an AI system. See the graphic on the next page for a 
glimpse of the Certification Score Report format.

Assessment questions are generally scored on the following rubric:

Score Description

0 Needs Improvement

1 Satisfactory

3 Good

5 Excellent
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If an AI system earns 50%+ of available score in each dimension, each 
dimension score is totaled to get the total assessment score. This total 
assessment score is then represented as a percentage (total assessment score 
earned/total assessment score available). The assessment score percentage is 
used to determine the AI system’s certification level. The below table includes 
assessment score percentages and their corresponding certification levels:

Total Score Level Obtained Corresponding Mark
0-49.9% Not Certified N/A

50-59.9% Certified

60-69.9% Silver

70-79.9% Gold

80+% Platinum
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Dimensions and Subdimensions

Dimensions Subdimensions
Systems Operations  > System Scope and Function

 > Human-in-the-Loop
 > Model is Fit for Purpose
 > Data Relevance and Representativeness
 > Data Quality

Explainability & Interpretability  > Communication About the Outcome
 > Notification
 > Recourse
 > Understanding the AI System’s Decisions or 

Functions

Accountabiltiy  > Organizational Governance
 > Team Governance

Consumer Protection  > Transparency to the User and Data Subject
 > Harms to Individuals
 > Protections

Bias & Fairness  > Bias Impacts
 > Bias Training
 > Bias Testing

Robustness  > Data Drift
 > System Acceptance Test is Performed
 > Contingency Planning



Page 23

RAI Certification Program White Paper RAII Certification Program

Ju
ne

 2
02

2

System Operations

The system operations dimension explores the functioning of the AI system 
and key design choices related to the model and its data. The dimension 
explores four key areas: system scope and function, which examines the 
system’s origin, capabilities, breadth of deployment, and domain; human-in-
the-loop, which examines the autonomy level of the system and associated 
risk;data relevancy and representativeness, which examines the data’s 
composition and use; and data quality, which examines the dataset’s creation 
and quality (Berendt & Preibusch, 2014; Demartini et al., 2017; Jotter & Bosco, 
2020). 

Explainability and Interpretability

The explainability and interpretability dimension ensures that the AI system’s 
workings and uses can be explained and documented in terms that humans 
- including users, data subjects, and others - can understand. This involves 
inspecting the complexity of the system - like its capabilities, how it was trained 
- plus any steps taken by the team to bolster the system’s explainability (like 
prioritizing simple models during the design process, implementing integration 
tests to understand how individual components interact with each other). It 
also involves analyzing how the system presents information to its users and 
data subjects: how it communicates the outcome and the reasoning behind 
that outcome, whether it provides notification that an AI system was involved 
in the generation of that outcome, and whether it offers and communicates 
opportunities for redress. 

Accountability

The accountability dimension examines whether the organization has set up 
clear oversight processes for the development and implementation of the 
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AI system. These oversight processes should ensure that the organization 
is held accountable for designing a system that is explainable, fair, and not 
manipulative, as well as for clearly communicating the system’s functions and 
limitations to its users. The accountability dimension also verifies that the AI 
system development team has documented design choices, reviewed system 
failures, and conducted an appropriate scenario planning exercise.

Consumer Protection

The consumer protection dimension evaluates the risk the AI system poses to 
individuals and the steps the organization and development team have taken 
to mitigate these risks. The assessment studies transparency - whether data 
policies, system risks, testing results, and appropriate uses are communicated 
to users and data subjects. It also estimates the maximum potential harm 
of the AI system and checks whether the team has completed appropriate 
mitigation exercises such as harms mapping and root cause analysis. The 
assessment is also concerned with privacy, cataloging what sensitive data 
(like personal data, demographic information, or business data) is used during 
training and deployment, and what strategies the team has employed to protect 
that data.

Bias and Fairness

The bias dimension assesses whether the AI system was designed in a manner 
that promotes fairness and avoids bias. The extent to which the organization 
and development team have engaged with bias and fairness issues, such as by 
conducting research, situating the system in its historical and cultural context, 
hiring team members with relevant expertise, and providing opportunities 
for workers displaced by the system, is considered. The assessment also 
reviews any bias training that the organization has provided to the AI system’s 
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users. Finally, the team’s testing procedures are analyzed: tests that employ 
appropriatee fairness definitions and that consider multiple types of potential 
bias should be performed on an ongoing basis (WEF, 2018).

Robustness

The robustness dimension investigates if the AI system is safe and effective. 
Its questions ascertain whether the system is adequately protected against 
data drift, as well as whether it is robust enough to handle edge cases and 
extreme scenarios. This dimension also checks what testing, like accuracy 
tests or unit tests, are completed and at what frequency.
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RAII Community

Ecosystem

RAII’s Corporate Members

NGOs & Standard Bodies
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Industry Collaborators

Academia & Government
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